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BRAIN TUMOR. 

So  brain tumors have to be detected as early as possible 

Here  we present an efficient method for processing the MRI 
image as well as Brain tumor detection 



Brain tumor



 Primary brain tumor -  

 Secondary brain tumor - 



MRI Images 

•  MRI (

•

• Intravenous (IV) gadolinium-enhanced MRI 

• "diffusion weighted imaging"

• "perfusion imaging" 

https://www.cancer.net/node/24578


Data Preparation 

http://www.med.harvard.edu/AANLIB/0

http://www.med.harvard.edu/AANLIB/0


Data Preparation 



Glioma  

Glioma



Data Preparation 



Data Preparation 

SPECT-TC MR-T2 SPECT-T1 



• MR-T2 images -   

• SPECT images - 
nuclear medicine tomographic

gamma rays  

 

https://en.wikipedia.org/wiki/Nuclear_medicine
https://en.wikipedia.org/wiki/Tomography
https://en.wikipedia.org/wiki/Gamma_ray


Data Preparation 

Downloaded Image Blended Image 

Coefficients: 

Image 1 =0.5 

Image 2 =0.5 

 



Data Preparation 

Principal Component Analysis (PCA) 
Essential Information (Eigen Info) 



Data Preparation 

Auto 0.5 weighted Image PCA Weighted Blend 

Result Comparison 



Data Preparation 



Data Preparation 



Data Preparation  



Data Preparation 
Data Augmentation 

DATA 

AUGMENTATION 

BLACK BOX 



Data Preparation 

These are split into Training and Testing separately : 
Train : 70% 

Test : 30% 



Final Dataset 

YES NO 



Classification 

BEGIN -> 



Deep Neural Network 
CONVNETS FCNs

Transfer Learning 



Transfer Learning 





Architecture

VGG-16 





Modified Transfer Learning



Modified Architecture 

  SOFTMAX 





Convolutional Neural Network 



Convolutional Neural Network 



Pooling 
(Max-Pool) 



Max Pooling 



Fully Connected Networks 









Categorical Cross Entropy: 



Adam optimizer 





Tesla K80 GPU

Hosted Runtime 











ImageDataGenerator

YES : 126 Images 
NO  :  109 Images 



Results 



Results 



Results 



Results 



Results 



Results 





ROC-AUC Curve 

ROC is a probability curve and 
AUC represents degree or measure of separability





When we decrease the threshold, we get more positive 
values thus it increases the sensitivity and decreasing the 

specificity. 
Similarly, when we increase the threshold, we get more 

negative values thus we get higher specificity and lower 
sensitivity. 
 



Ideal Case 

This is an ideal situation. When two curves don’t overlap at all means 
model has an ideal measure of separability. 
 
It is perfectly able to distinguish between positive class and negative 
class. 
 



Worst Case 

This is the worst situation. When AUC is approximately 0.5, model 

has no discrimination capacity to distinguish between positive class 

and negative class. 



Practical Case 

When two distributions overlap, we introduce type 1 and type 2 error.  

Depending upon the threshold, we can minimize or maximize them.  

 

When AUC is 0.7, it means there is 70% chance that model will be able to 

distinguish between positive class and negative class. 
 

 



Our ROC-AUC 



 

 

 

 

 
 

Classification 

 

 

 

 

Data Preparation 

Image 

Collection 
Image Fusion 

Classifier Model 

Building 

Image 

Segregation 

Testing ROC-Evaluation 

Image 

Augmentation 

Training 



Future Works 
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